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知識㆝㆞  
 

 

2002 ”Everything old is new again” Rifkin, 2002  

Data Mining  

 

Information and Knowledge Extraction  

 

 

1997 Jon Kettening I like to 

think of statistics as the science of learning from data … learning from data

client and servant

Kai Lai Chung

”One man’s technicality is another’s professionalism.”-- from “Lectures from Markov Processes to Brownian Motion”, 

1980  

support vector machine

kernelization algorithm

inner product

PCA, FDA, CCA framework

 Chang, Lee, Pao, Lee and Huang, 2006

curse of dimensionality

 

Rosenblatt 1958 Perceptron Perceptron McCulloch and Water Pitts 1943

 “A Logical Calculus of Ideas Immanent in Nervous Activity”

Dr. Cajal  Dr. Sherrington Dr. Cajal 1906  
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California Institute of Technology

 

It is not enough that you should understand about applied science in order that your work may increase 

man's blessings. Concern for man himself and his fate must always form the chief interest of all technical 

endeavors, concern for the great unsolved problems of the organization of labor and the distribution of goods 

in order that the creations of our mind shall be a blessing and not a curse to mankind. Never forget this in the 

midst of your diagrams and equations. 

Albert Einstein,  

Address to the student body of California Institute of Technology 
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